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Abstract. Estimating human face demography from images is a prob-
lem that has recently been extensively studied because of its relevant
applications. We review state-of-the-art approaches to gender classifica-
tion and confirm that their performance drops significantly when classi-
fying young or elderly faces. We hypothesize that this is caused by the
existence of dependencies among the demographic variables that were
not considered in traditional gender classifiers. In the paper we confirm
experimentally the existence of such dependencies between age and gen-
der variables. We also prove that the performance of gender classifiers
can be improved by considering the dependencies with age in a multi-
dimensional approach. The performance improvement is most prominent
for young and elderly faces.

1 Introduction

By demographic classification we denote the problem of extracting personal
attributes from face images [2,9], voice [12], clothing [16], names [2] or even
gait [10]. This is a problem that has received very much attention recently be-
cause of its applications in human computer interaction, video indexing and
video analytics for business intelligence [9]. The main demographic variables are
gender, ethnicity and age. There is nevertheless a plethora of other interesting
variables such as hairstyle, hair color, facial expression, wear glasses or not, have
mustache or not, etc. We will concentrate on the gender attribute and its relation
with age on near frontal face images.

Gender is perhaps the most widely studied facial demographic attribute in
the Computer Vision field [14, 3,11, 4]. The state-of-the-art recognition rate in
the Color FERET database [15] involving frontal faces with frontal illumination
and 5 fold cross-validation is around 93% using either a Support Vector Machine



with Radial Basis function [14], pair-wise comparison of pixel values within a
boosting framework [3] or linear discriminant techniques [4]. This performance
drops significantly if classifiers are trained and tested on different databases. For
example, if we train our classifier with the FERET database and test it with
images from PAL [13], the performance drops to roughly 70% success rate [4].
This is mainly due to the different demographic distributions in both databases.
FERET is a database with mostly Caucasian adult subjects whereas PAL in-
cludes people from more ethnic groups and with a broader range of ages. In
general, when a gender classifier is trained with a data set with limited demog-
raphy and tested with a data set with more general samples the classification rate
drops significantly. This suggest the existence of a dependency between gender
and other demographic variable.

In this paper we will study the dependencies between gender and age given
the facial appearance. Dependencies among demographic variables have also
been previously considered in the literature. Gao and Ai [19] showed experi-
mentally that by exploiting the relation between ethnicity and gender a boost
of 4-5% in gender classification accuracy can be obtained for mongoloid and
African faces. Guo and Mu [8], in experiments with the MORPH-II database,
found that age estimation can have large errors if the influence of gender and
ethnicity is no considered. Finally, Guo et al. [7] considered the dependencies
between age and gender. They found that gender recognition accuracy was 10%
higher in adult faces than in young and senior faces and studied the influence
of different image features (LBP, HOG and BIF) in estimating gender. In this
paper we also consider the influence of age in the estimation of gender, but from
a completely different perspective. We will study whether the accuracy in gender
can be improved by jointly estimating age and gender.

2 Exploiting the dependencies between gender and age

In this section we study the dependencies between the age and gender demo-
graphic variables given the facial apperance. First we will prove experimentally
that those dependencies exist. Secondly we will exploit them to improve the
accuracy of gender classification.

2.1 Are there any dependencies between age and gender?

If we assume that in any age range there is equal number of men and women
and for any gender the distribution of population in ages is similar, then we are
implicitly assuming that age and gender demographic variables are statistically
independent. That is, P(A,G) = P(A)P(G), were A and G denote respectively
age and gender variables and P the probability of an event.

To confirm whether A and G are independent variables we have trained
a gender classifier as explained in Section 2.2 with the data in the GROUPS
database (see 3 for a description) and tested it on PAL. The classifier has been



lExperiment/Age categoryH 13-19 ‘ 20-36 ‘ 37-65 ‘ 66+ HGlobal‘

Gender 65.62%|75.56%|65.04%|64.53%|| 68.73
Gender | Age 65.62%|76.47%|73.98%|74.87%|| 74.78
Table 1. Accuracy in GROUPS/PAL experiment. First row shows results for a gender
classifier trained with images from all age ranges. Second row displays results of four
gender classifiers each one trained only with face images from a given age range. First
four columns display results of four age ranges. Last column shows average results for
all age ranges.

trained with all men and women images in GROUPS but we compute the ac-
curacy stratified into four age groups. In the first row of Table 1 we show the
results of this experiment. Gender estimation for the range 20-36 are above the
state-of-the-art in [4] whereas the results for the other age ranges are clearly be-
low. This results indicates that the performance of the classifier depends on the
age range. Moreover, to confirm the existence of a dependency between age and
gender we have trained four gender classifiers, one per age range, in GROUPS
and tested it on data from the same age range in PAL. This experiment pro-
vides information on the performance of a gender classifier that knows the age
range of the subject. As we can see in the second row in Table 1, the classifier
performance increases, most notably for elderly. This experiment clearly shows
the existence of a dependency between age, A and gender G, given the facial
appearance, represented by the classifier discriminating variables X .

In summary, if the appearance of a face, X, depends on the gender, G, and
age, A, of the subject, then age and gender are conditionally dependent, given
the appearance of the face X, i.e. P(A,G|X) # P(A|X)P(G|X).

2.2 Multi-dimensional classification of gender and age

We will simultaneously estimate gender and age using a multi-dimensional ap-
proach. The term Multi-dimensional Classification was introduced first by Gaag
and Waal [5] to represent classification problems in which there are several class
variables. This problem is a generalization of the multi-label problem [1]. In the
multi-dimensional case each label is transformed into a dimension, which can
have more than two values, in opposition to a label, which can only have two
values.

Let be D = {dy,...,d} the set of M dimensions of a given multi-dimensional
problem and let be V; = {¢f,..., ¢y } the set of possible values for dimension
d; where N; = |V;|. Let be Dy = Vi x V4 x ... x V; the Cartesian product
of all V; dimension values sets. The output of a multi-dimensional classifier
for an input instance, x, is a vector z € Dy. In the demography classifica-
tion problem, one of the possible multi-dimensional formulations could be to
have three dimensions, D = {age, gender, ethnicity} and the corresponding val-
ues Viyge = {young, adult, senior}, Vyenaer = {male, female} and Veipnicity =
{Caucasian, African, mongoloid}.



One of the baseline approaches to multi-label classification is a problem
transformation method: Label Powerset (LP) [17]. The LP approach explores
all possible label combinations. LP interprets every possible subset of labels (a
combination of labels) appearing on the multi-label training set as a single class
in a multi-class problem. The Label Powerset (LP) approach has an extension
for the multi-dimensional case. The Dimension Powerset (DP) interprets every
element in Dy as a single class in a multi-class classification problem. For each
new instance the DP classifier outputs the estimated class that in fact represents
a valid combination of dimensions values in the original multi-dimensional prob-
lem. The number of classes in the DP transformed problem is bounded by the
minimum of N, number of training samples, and |Dy|. Learning is difficult on
the DP method with a low number of training samples in any combination of di-
mensions values (e.g. in demography classification the combination of Caucasian,
male and young). In our case, we have 2 gender values and seven age categories,
then we will have a 14 classes in the transformed (from a multi-dimensional one)
multi-class classification problem. As the number of dimensions grows, it is very
likely to find a combination of dimensions values with very low or no training
data at all. To avoid such a problem we remove classes with few data.

In our approach we train the multi-class classifier for Dy in the PCA+LDA
transformed subspace (LDA after Principal Components Analysis projection). In
our experiments we use a K-Nearest Neighbor (KNN) classifier in the PCA+LDA
transformed subspace. However, any multi-class classifier could be used within
our framework. Depending on the amount of training data, the performance
of the classifier built on PCA+LDA subspace decreases when retaining all PCA
eigenvectors associated with non-zero eigenvalues. We select the dimension of the
subspace resulting from the PCA step. We sort PCA eigenvectors in descend-
ing eigenvalue order. We then perform cross-validation and select the dimension
with the best performance for the classification in the PCA+LDA subspace. This
cross-validation driven feature selection (wrapper) approach is essential to cor-
rectly train a PCA4+LDA procedure [4]. In the same cross-validation procedure
we look for the dimension for the PCA initial step and the number of neighbors,
k, that accounts for the best performance.

3 Experiments

In this section we evaluate the performance of the multi-dimensional framework
estimating the combination of gender and age dimensions. We use the Images
of Groups Dataset [6] (GROUPS database) and the Productive Aging Lab Face
(PAL) database [13] for training and testing. We crop and re-size images to a base
size of 25 x 25 pixels using OpenCV’s? 2.1.0 face detector, which is based on [18].
Then we equalize the histogram to gain some independence from illumination
changes. Finally, we also apply an oval mask to prevent the background from
influencing our results.

4 http://opencv.willowgarage.com



3.1 Face databases

The Images of Groups Dataset® (in the following GROUPS database), consists of
28,231 faces labeled with age and gender extracted from 5,800 pictures of people
groups. Most faces were automatically detected. The seven age categories used
are: 0-2, 3-7, 8-12, 13-19, 20-36, 37-65, and 66+. In this database age labels are
discrete. In our experiments we use those face detections from the GROUPS
database that have at least 60 x 60 pixels (13,051 out of a total of 28,231 faces).
See Fig. 1 for some examples of faces from this database. In Table 2 we give
information on the number of images per age category.

Fig. 1. Some of the images from GROUPS database.

The PAL Database consists of frontal pictures of 576 individuals. There is
only one frontal face image per subject although 3 individuals have two pictures
in the database. Therefore, we use 579 images in our PAL experiments. The right
profile and some facial expressions are also available for some subjects. There are
219 male and 357 female subjects divided into four groups depending on their
age. In this database, the actual continuous face age is available for each image.
In our experiments we only use frontal images and only one image per subject.
See some sample images in Fig. 2. Again, the number of images per age category
in this database is shown in Table 2

Fig. 2. Some cropped images after face detection, from the PAL database.

® http://chenlab.ece.cornell.edu/people/Andy/Images0fGroups . html



[Database/Age Range[[0-2]3-7[8-12[13-19]20-36]37-65[66 4| Total |
GROUPS 460[807[368 [ 777 [6972]3109[558[13051

PAL - |- | - | 32 | 221 123 [203|| 579
Table 2. Number of image per age category.

3.2 Gender estimation results

To evaluate the performance of a gender estimation algorithm we are interested
in the algorithm’s generalization capabilities. To this end we train our algo-
rithm using one database and test it on a different one. We train our algorithms
with GROUPS and test them with PAL (GROUPS/PAL experiment). We use
GROUPS for training because it is large (/213000 data) and it has a broad de-
mography with realistic acquisition conditions. On the other hand, we use PAL
for testing because it is a difficult database for gender recognition mostly due to
the broad demography [4].

As already said in Section 2 we use a PCA+LDA dimensionality reduction
procedure and a KNN classifier. We use a five-fold cross-validation scheme to
estimate the classifier parameters (number of retained eigenvectors and number
of neighbors in KNN). We have performed two experiments, one using only
the Gender dimension (see Table 1) and another using Genderx Age dimension
powerset (see Table 3). Note that in PAL there are no faces in the 0 to 12
years age ranges. The global accuracy (computed by weighted mean of the per
age category accuracy using the proportion of data on each category) of the
multi-dimensional approach (Genderx Age) is better than the uni-dimensional
one (only Gender) by 3%. Most interestingly, the multi-dimensional approach
outperforms the uni-dimensional one in Table 1 for all age categories (see also
Fig. 3). Moreover, the most difficult categories for the uni-dimensional classifier,
13-19 and 66+, are those for which the improvement is highest, 3.13% and 7.39%
respectively. This shows that the multi-dimensional procedure is able to exploit
the dimension combination and improve the gender estimation accuracy.

lExperiment/Age categoryH 13-19 ‘ 20-36 ‘ 37-65 ‘ 66+ HGlobal‘
[ Gender x Age [[68.75%]76.01%]65.85%]71.92%[[72.01%]
Table 3. Multi-dimensional gender accuracy in GROUPS/PAL experiment.

4 Conclusions

In the paper we have reviewed the state-of-the-art in gender recognition from
near frontal face images. We have confirmed previous results reporting the ex-
istence of dependencies between age and gender. Our approach explores the
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Fig. 3. GROUPS/PAL experiment comparison between uni-dimensional and multi-
dimensional approaches.

combination of various demographic variables and proves the interest of exploit-
ing variable combination to improve classifier performance. In future research
lines it would be interesting to use both better visual descriptors, as used in [7]
within the multi-dimensional approach.
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